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I. INTRODUCTION

Process mining [1] concentrates on the extraction of insights
and knowledge on business processes from event logs. With
businesses evolving into a more digital environment due to,
for example, the Internet of Things (IoT), it has become
easier than ever to capture event data [2]–[4]. This poses a
great advantage as event data is actionable and has strong
explanatory power, as seen in process discovery [5].

Unfortunately, there are drawbacks to this digital environ-
ment as well. First of all, IoT may enhance data collection in
terms of volume, but also granularity. Nevertheless, there is
no guarantee that business users view a process on the same
level as data collection occurs on. Second, the volume of data
available can quickly overwhelm analysts in understanding the
order of and reasons behind the events. This is due to a critical
characteristic of IoT sensor data: the lack of an explicit case
notion. It adds additional complexity to the analyses.
Ultimately, the large amount of data intrinsically has the poten-
tial to understand processes better, especially when combined
with root cause analytics. Against this background, the goal
of this PhD research project is threefold:

1) Investigating the possibilities of event log abstraction to
elevate logs to a higher granularity level;

2) Studying context changes in the data taking into account
the relations between interconnected business objects;

3) Exploring feature engineering and selection methods for
a diagnostic analysis. This is to aid business users in
understanding why particular events take place in their
processes and to guide them on how to either stimulate
or prevent a new occurrence of such events.

II. RESEARCH GAPS

In each of the three aforementioned research goals, several
challenges can be identified. The first goal covers event log
abstraction or augmenting the event log to a higher granularity
level. To start, an evaluation of abstraction quality of existing
pattern detection techniques is required. Abstraction utilises
input patterns of events to be elevated into a single high-level
activity or system state on the one hand, but also an algorithm

to replace these patterns in the event log on the other hand.
In this stage, it is also vital to keep track of the quality of
this high-level event log in terms of fitness, precision and
complexity.

The second goal tackles an investigation of context changes
in the masses of data. Event data typically originates from
process-aware information systems [6] storing a great deal
of information. However, capturing all data does not mean
it is all useable. In most cases, data integration is key to
perform the appropriate analysis for a particular problem due
to a large possible number of data sources. Only with a
correct integration of data can we link all business objects and
their corresponding triggered high-level activities. Important
elements to consider are anomaly detection [7] and concept
drift [8].

Finally, goal three shifts focus to root cause analysis. De-
spite the importance of feature selection in root cause analysis,
there is a lack of attention being attributed to the specification
of features [9]–[11]. For example, trends in certain variables or
events should also be considered to be a potential feature. An
important question to be asked is to which extent this feature
selection could be automated and, of course, to which degree
the domain expert must be kept in the loop. In that regard,
there is a difference between feature selection [12] and feature
engineering [13] which remains to be explored in this context.

III. METHODOLOGY

This PhD research project shall follow the principles of
design science research (DSR). DSR is centred around the
development and study of artefacts aiming to solve a problem
taking the problem context into account [14]. Additionally, we
attempt to draw methodological plans of action from fields in
which event data is also known. Examples are visual analytics
[15] and complex event processing [16].

For goal 1, we start with an analysis of already developed
abstraction techniques on their ability to elevate event logs (in
the process mining context) to a higher level of granularity.
The next stage would imply moving beyond process mining
and generalise to recurrent sequences. Goal 2 is about de-
tecting shifts in the context or behaviour of the system. As



a starting point, we can, e.g., evaluate existing concept drift
techniques. Alternatively, we can train a generative model on
the low-level data on different time windows and check if these
models differ in structure significantly. Detected changes can
be represented as new events in the data. Finally, in goal 3, we
start again with an evaluation of existing techniques to discover
areas of improvement regarding their performance in finding
root causes. This should be done for both low-level data as
well as the abstracted data to see if there are differences in
performance. But not only the impact of abstraction should be
tested. Attention must be given to the impact of the context
change events as well.

This research aims to be valuable not only in theory, but
also in practice. To that regard, we strive for a high degree
of applicability in industry. This implies that validation in
practice is key. To that end, we have identified a number of
partners to aid us with validation processes.

IV. RELATED WORK

At the time of writing, there is already a strong basis of
event abstraction techniques present. The work of van Zelst
et al. [17] provides a taxonomy on these techniques based
on several properties, for example, the supervision strategy.
We have a profound research interest in the unsupervised
techniques. Most interesting to us are the local process mod-
els [18], global trace segmentation [19], the RefMod-miner
[20], and combination based behavioral pattern mining [21].
One can then utilise the pattern-based abstraction approach
designed by Mannhardt et al. [22] to obtain the high-level
event log.

Having achieved a more simplified event log by removing
part of the clutter, it should be easier to link the higher-level
activities with each other in terms of cause-effect relation-
ships. Two domains are interesting to investigate further in
this regard, namely visual analytics and root cause analysis.
Visual Analytics is a vast domain in the sense that it is a
combination of several research areas, namely visualisation,
data mining and statistics. At the same time, one cannot forget
the importance of the human factor [23]. It can be defined
as the science of analytical reasoning facilitated by interactive
visual interfaces [15], which makes the way of processing data
and information transparent [24]. A root cause is the most
fundamental reason for an undesirable condition or problem
which, if eliminated or corrected, would have prevented it
from existing or occurring. Therefore, the root cause is always
negative and usually defined in terms of specific or systematic
factors. Root cause analysis can be used to identify the
most apparent improvement opportunities by tagging current
obstacles to efficient operations or activities [25].
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